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Abstract— Navigation is a fundamental capacity for mobile
robots, enabling them to operate autonomously in complex and
dynamic environments. Conventional approaches use proba-
bilistic models to localize robots and build maps simultane-
ously using sensor observations. Recent approaches employ
human-inspired learning, such as imitation and reinforcement
learning, to navigate robots more effectively. However, these
methods suffer from high computational costs, global map
inconsistency, and poor generalization to unseen environments.
This paper presents a novel method inspired by how humans
perceive and navigate themselves effectively in novel environ-
ments. Specifically, we first build local frames that mimic
how humans represent essential spatial information in the
short term. Points in local frames are hybrid representations,
including spatial information and learned features, so-called
spatial-implicit local frames. Then, we integrate spatial-implicit
local frames into the global topological map represented as a
factor graph. Lastly, we developed a novel navigation algo-
rithm based on Rapid-Exploring Random Tree Star (RRT%)
that leverages spatial-implicit local frames and the topological
map to navigate effectively in environments. To validate our
approach, we conduct extensive experiments in real-world
datasets and in-lab environments. We open our source code
at https://github.com/tuantdang/simn,

I. INTRODUCTION

Mobile collaborative robots combine the flexibility of
mobile robots with the adaptability of collaborative robots,
enabling them to work alongside humans in dynamic envi-
ronments. This feature enhances workplace safety, making
these robots essential in modern automation, particularly
indoor applications. SLAM-based methods ( simultaneous
localization and mapping) [1], [2], [3], [4], [5], [6], [7],
[8] are vital for allowing robots to operate autonomously.
However, these methods require significant computational
resources, especially in large-scale environments. Addition-
ally, they often struggle with drift, affecting the global map’s
consistency across different observations.

Unlike classical SLAM methods, which rely on hand-
crafted feature extraction and probabilistic models, learning-
based SLAM approaches utilize data-driven techniques for
feature extraction, pose estimation, and loop closure de-
tection [9], [10], [11], [12], [13]. However, these learning-
based methods require labeled data to train the models and
often work with specific datasets, which limits their ability
to adapt to new environments. Additionally, SLAM systems
are typically updated at the rate of the sensors, which can
lead to the accumulation of pose estimation errors over time.
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Fig. 1: Bio-inspired hybrid map concept: the robot aims to con-
tinuously learn and construct precise 3D semantic local frames
using spatial information and learned features for effective collision
avoidance while creating a topological map connecting local frames
for global guidance, facilitating navigation tasks.

Map building heavily depends on sensor quality and precise
calibration, making it challenging to create consistent map
representations while accurately localizing robots in noisy
environments. As a result, navigating in dynamic, resource-
constrained settings may lead to poor planning outcomes.

When comparing sensory systems between humans and
robots (e.g., LIDAR or RGB-D cameras), robots generally
excel at estimating distances to obstacles. In contrast, hu-
mans often struggle to judge these distances accurately. This
raises the question: why are we adept at quickly navigating
complex and dynamic environments, even in previously
unfamiliar settings with imprecise sensors? One possible ex-
planation is that, unlike SLAM systems, we do not attempt to
create precise maps from observations. Instead, we localize
ourselves based on a few recent observations, with minimal
reliance on global information. Our ability to navigate relies
heavily on our understanding of relative positions between
known landmarks. Specifically, the hippocampus and entorhi-
nal cortex are involved in encoding, storing, and retrieving
spatial information [14], [15], [16], where cognitive maps are
developed to represent spatial relationships. Humans utilize
landmarks as reference points to help reorient themselves
and navigate in unseen environments.

We propose a hybrid mapping system inspired by how
humans represent, store, and retrieve spatial information to
build cognitive maps and perceive landmarks for localization.
This system incorporates local frames encoded as spatial-
implicit coordinates and a global map represented as a
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flexibly topological map. The local frames hold spatial
information and learned features that can be created, stored,
and retrieved during robot operations. We represent each
local frame as a node in the topological map, where an
arc represents the relative spatial relationship between local
frames. Figure [I] shows the basic concept of this hybrid
representation. The approach also implements an algorithm
that allows robots to automatically form new local frames by
observing variances in the accumulated travel distance and
viewpoints. We make contributions to this work as follows:

o Constructing the spatial-implicit local frames and topo-
logical map that mimic how humans encode, store, and
retrieve spatial information

« Building the continuous self-supervised learning models
that help robots quickly adapt to new environments

o Developing the cognition-inspired navigation algorithm
to help robot planning more efficiently

o Benchmarking our methods in real-world datasets and
in-lab environments

II. RELATED WORK
A. Learned Spatial Representation

Robots must adapt quickly to new environments, as con-
tinuous learning and lifelong learning are essential in robotic
applications. Recent advancements in sim-to-real reinforce-
ment learning and sim-to-real imitation learning approaches
have received much attention from the robotic research com-
munity. These approaches allow robots to learn in simulated
environments safely before transferring their learned poli-
cies to real-world applications. However, challenges remain,
including the reality gap between simulated and real environ-
ments, the high computation cost of training, and re-training
when changing to different environments. Instead of training
robots in a specific simulated environment, we propose
allowing the robot models to learn their spatial representation
[11], [12], [13] from unseen real-time observations through
continual learning in a self-supervised manner. This approach
enables robots to learn spatial information more rapidly,
facilitating quicker adaptation to the new environments.

B. Metric vs Topological Maps

Most work in topological mapping defines nodes as signif-
icant places or landmarks, while arcs connecting these nodes
represent spatial connectivity or action sequences. Theoreti-
cally, topological maps should scale better than metric maps
due to their coarse-grained nature and compact representation
of large-scale scenes. However, designing a topological map
can be challenging since compact representation may make
it difficult to distinguish among distinctive landmarks. On
the other hand, recent works on metric maps [6], [7], [8],
particularly in 3D-SLAM, have achieved remarkable results
in creating precise large-scale maps. Nevertheless, memory
and time complexity raise serious problems when the system
constantly updates maps with every observation as these
maps get larger. Our approach combines metric maps as
local maps with topological maps, leveraging both strengths
[17]. Local frames are learned from real-time observations,

represented in hybrid spatial-implicit points as sparse neural
key points. In contrast, topological maps provide a high-
level structure that connects these local maps in compact
representation.

C. Navigation in Dynamic Environments

Classical navigation uses Model Predictive Control (MPC)
[18] to predict future states and optimize control outputs.
While MPC can be effective for some applications, it re-
quires accurate system models, which become challenging
for indoor robots operating in highly complex environ-
ments. In such environments, motion commands are often
translated into incorrect real-world motion. Similarly, the
Dynamic Window Approach (DWA) [19] replies on velocity
commands to estimate the direction toward the goal. This
method involves local optimization with heavy reliance on
an accurate motion model. While DWA’s computational cost
is efficient compared to MPC, it may get stuck in local
minima. Our approach is to implement a novel method
based on Radpid-exploring Random Tree Star (RRT*) [20]
to generate adaptive global navigation plans with help from
the topological map while being aware of dynamic obstacles
in local frames, effectively working on partially unexplored
environments.

III. SYSTEM OVERVIEW
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Fig. 2: System Overview

In the proposed system, we begin by constructing sparse
local maps using map-specific implicit spatial features. To
do this, we begin by sampling 3D points from a sparse
representation of the surface obtained from robot sensors to
create a denser and more diverse training representation. This
process entails sampling points along rays originating from
both the front and back surfaces and selecting points close
to these surfaces. Next, we train a neural network, model fy,
to learn the surface representation from these dense samples.
After training the model, we can compute a latent vector
for each point using the back-propagation process. We then
re-sample these dense observations and combine them with
the latent vector to create a sparse hybrid spatial-implicit
representation. Following this, we construct local frames,
which require performing registrations for all observations
except the first one. To form the global topological structure,
we differentiate one local frame from another by calculating



the variance in data observed within each frame. Specifically,
we assess the variance in viewpoints and travel distances
to identify new local frames. Each local frame is a node
on a topological map with arcs indicating the relative poses
between two local frames. To develop an optimized naviga-
tion plan, we propose a novel algorithm based on RRT* that
integrates both spatial-implicit local frames and topological
map.

IV. METHODOLOGY
A. Problem Formulation

The objective of constructing maps is to determine the
most probable map m based on observed data d =

{01, ..,OT}:
m* = argmax P(m|d)

(D
— argmax [ P(ml¢,d)P(¢ld)s

where £ = {&1,..,&r} is the set of all poses. Following the
derivation in [21], m™ can be expressed as

T
argmax/HP(otIm,&)HP(§t+1|ut,€t)d§ 2
m t=1

In this context, translating motion commands wu; into
actual motion typically is inaccurate, especially in complex
environments, leading to significant errors in estimating the
motion model P(&;y1|ut,&). Furthermore, in our approach,
the motion command u! is not particularly helpful, as we can
predict the subsequent pose £, based solely on the previous
pose & and the current velocity vector. Consequently, we
can simplify the equation by setting the motion model to 1,
resulting in:

T
m* = argmax/HP(ot\m,&)dg 3)
m t=1

Equation [3] shows that estimating the map is to find
the most likely map such that it maximizes the perceptual
model P(o¢|m,&;). In this application, we utilize an RGB-
D camera to capture environmental observations, including
RGB and depth images, represented as o, = {I;, D;}. For
each observation oy, we reconstruct a color point cloud P; =
{(p;,c;) € R®}. In this representation, p; = (z;,y;,2;) €
R3 denotes the 3D coordinates of a point, while ¢; =
(r;,95,b;) € R? indicates the color of that point relative to
the current camera frame. The reconstruction uses the intrin-
sic camera parameters (focaly, focaly, center,, center,),

. _ _ (u—centery)z; o

as follows: z; = Di(u,v), z; = oeal. > Y =
—center. )z

%, ¢; = I(u,v). Here, (u,v) represent the

pixel coordinates in the depth image D; and the color image
I;. Therefore, Equation |3| becomes:

T
. argmaX/HP({(pj,cj),j € NhiJm.&)de ()
t=1

m

B. Learning Spatial Surface
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Fig. 3: (a) In-distribution and out-distribution data generation. (b)
Plane-radius sampling for points on the surface

We define a map as a set of 3D points with the following
learning features:

m={m; = (p;, fj,5;) |p; ER® f; eR™,s; €N} (5)

Here, f; represents the per-point learned features gener-
ated through interpolation with the features of neighboring
points, assigning more weight to the points closest to the
query point p;, and s; is the semantic label. Let \V; denote
the neighbors of p;, and wy, be the weight for each neighbor.
The feature interpolation can be expressed as:

Wy
fj = ; g ’ fk:
. (©6)
w = — —  where pp € Nj,w = W
P —pjll2 ! ;

We aim to develop a model that approximates the per-
ceptual model P(o;|m,&;). This perceptual model predicts
whether a set of color points belongs to the surface. Similar
to DeepSDF [22], we utilize a neural network denoted as Fjy
which is parameterized by 6 to predict the signed distance
function (SDF) values, and ¢(Fy) ~ 1 — P(0:|m, &) where
¢() is sigmoid function. We frame the learning process as a
regression problem, contrasting it with approaches that view
learning as a classification problem. The learned features f;
are extracted using the backpropagation method and stored
outside the network.

To train the network with the new observation o;, we begin
by casting rays from the camera’s perspective. For each point
p € P;, we sample points along each ray using a ratio, [/, of
the observed distance of p in three ways: (1) on the surface
of the point (or nearby p, where the signed distance function
(SDF) is approximately zero), (2) from the camera to the
front of the surface, and (3) from behind the surface, as
illustrated in Figure [3] When sampling points in front of the
surface, we select [ in the range (0.3,0.99) to ensure these
points are not too close to the camera but still relatively
near. For points behind the surface, we select [ in the range
(1.01,1+1;) where [, defines an upper limit to ensure points



are not sampled beyond the object that the surface belongs to.
Sampling is done using the equation: ray(l) = e+I-eép where
e is the camera position, p is a point on the surface, and [; is
distance ratio. To sample points on the surface, we assume
that the surface is perpendicular to the normal vector defined
as the line from the surface point to the camera. We construct
a plane using this normal vector and the surface point, then
sample points on this plane within a small circular radius r.
We denote points on the surface as in-distribution data and
points in front or behind the surface as out-distribution data.
Therefore, this sampling strategy allows the network to learn
from in-distribution and out-of-distribution data, facilitating
self-supervised learning.

We frame network input as a vector, including 3D coordi-
nates, colors, and interpolated features, where 3D coordinates
and colors are from sampling points while interpolated
features are calculated from Equation [6]

Sdf:Fg(p,C,f) @)
In line with the approach described in [23], we employ
two loss functions: (1) binary cross-entropy loss, referred to
as Lp, and (2) Eikonal regularization loss, denoted as Lg.
The binary cross-entropy loss, £p, directs how the network
learns the signed distance function (SDF) values. To ensure
this, we convert the SDF values to a range of (0,1) using
the sigmoid function ¢; = ¢(sdf;) within £p. Meanwhile,
the Eikonal loss serves to enforce smoothness on the surface.
The total loss is calculated as the sum of these two losses,
each weighted by their respective coefficients, A\, and ..

N
Lo = 3+ D lbilogdy + (1= ;)logl1 — 4,)
Jj=1
(®)
[Es

N
E=

N = Opj.’ Opjy’ Opj.-

We use strife sampling to generate training data supporting

continual learning by incorporating new and previous obser-

vations. To prevent significant changes in model weights,

a phenomenon known as catastrophic forgetting in continual

learning, we implement Elastic Weight Consolidation (EWC)

[24] to adjust important parameters when introducing new
observations.

3logp(d|9)]
00

Summing all losses over their weights yields the final loss
L=XN-Lp+ A LE+Aewc LEwe (10)

We use an adaptive training loop that automatically detects
when training has converged, allowing us to stop the process.
This approach focuses on complex samples while accelerat-
ing the training for simpler ones. Ultimately, we can update
the learned features f; through backpropagation, applying a
learning rate A in a gradient descent manner.

oL
= f— A—
f] f] 8fj

Lewe = ZGi(ei —60;)%. G(9) =E| (©))

(1)

C. Building Spatial-Implicit Local Frames

Fig. 4: Building a 3D local frame from real-world office environ-
ments with semantic meaning: (a1 — a2) RGB images, (b1 — b2)
depth images, (c1 — c2) identified traversable region on the floor
(red polygons), (d) integration into the 3D local frame with the
traversable region (red).

The objective of this approach is to establish multiple
local frames, with each local frame m’ containing several
registered point clouds collected from time 77 to time 77.
We aim to estimate m’* based on Equation [4] as:

T
mi* = argmax [ T[ PU{(pr.¢;).5 € Nylm,&)d (12)

mi .
t=Ti

For each local frame m®, we need to integrate an ob-
servation oz, which is represented as a new colored point
cloud P' = {(pj,c;) € R°}. We assume that, once prop-
erly aligned, both point clouds can be viewed as complete
surfaces. Before proceeding, we address the challenge of
localizing the robot using the local frame m‘. Specifically, we
estimate the camera pose &; as modeled by P(&:lor: , mt).
Particularly, we transform P! to the local frame LF,; as
P! = TP, where T € SE(3) C R**4. Let sdf represent
the SDF value for point (p,c) € P! predicted by Fj, such
that sglf = Fy(p,c, f), and sdf is the true surface value.
Here, the sdf value equals zero since the point p lies on the
surface. We define the error function as follows:

r = sdf — sdf = sdf = Fy(p,c, f)

Our goal is to minimize the error by optimizing the camera
pose with local frame LF;:

13)

T* = argmin TF, 2
gT Z‘[ o(p)]
pEP;

(14)

Rather than optimizing 77 € R***, we optimize the
camera pose using Lie Algebra in T’s tangent space, where
€ € R% and € is the skew-matrix of &:

T* = exp(™) = argmin »  [exp(§") Fo(p)]?
pEP;]

15)

We define gradient vector g as follows:
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Each gradient g represents the deviation from a new point
in P! to the surface. This indicates the translation vector tr
from point p to the surface. The product a = p x g forms an
axis-angle representing the rotation needed to align with the
target point. We aim to minimize translation and rotation
regarding the observation P! by performing Levenberg-
Marquardt optimization. The Jacobian matrix is defined by:

(16)

J = |2 o]~ |(px g)T, g7 (17)
The update step would be calculated by :
AE = —(JTJV + Mg D) 2T (18)

We incorporate semantics to each point in local frames
to allow the robot to differentiate between the traversable
regions and other objects by leveraging the 3D perception
based on 2D segmentation networks [25], [26], [8], [27] and
refine noise segments using 3D spatial information.

D. Building Topological Map

To represent the global map, we build a topological map
based on Equation [] as:

T
m* = {argmax | [ P(P:mi, &)}

i =1

19)

We utilize a perceptual model represented as P(P;|m;, &),
where P' = {(p;,¢j),j € N}. Here, m; denotes a set of
points in local frame LF;, and &; is identified in the previous
step described in section The sequence of observations
PUT s divided into multiple segments. Each segment of
observations, PTiTi+1 contributes to the creation of a local
frame LF;. We distinguish local frames based on variances in
translation and viewpoint. An arc represents the relative pose
between two local frames i, j, denoted as g(LF;, LF;, o),
for a set of observations og. When creating a new local frame,
the robot checks if it previously visited the current local
frame by performing a similarity validity between spatial-
implicit key points in the previous local frames and the
current one. If the local frame passes this validity, it will
be added as a new node into the topological map.

E. Navigation With Local Frames And Topological Map

In earlier sections, we discussed how to perceive the
spatial surfaces of the environment using the model Fjp.
Robots can use spatial-implicit points in local frames to
localize themselves and infer the direction of the goal using
topological maps extracted from factor graphs while using
semantic information mentioned at Sec. [V-CJ to avoid ob-
stacles and for other high-level tasks. Additionally, we have
developed a novel RRT™-based algorithm that integrates
with a topological map, enabling navigation toward goals
while maintaining both local and global awareness of the
environment. Instead of sampling the entire space as tradi-
tional RRT™* algorithms do, we focus on sampling points

based on the direction vector toward the goal, referred to as
the goal vector. However, sampling along this goal vector can
cause the robot to get stuck when faced with considerable
obstacles. To address this, we generate multiple alternative
direction vectors from the goal vector, ensuring that these
alternative rays form a miniature angle « with the goal vector
and sample points along these alternative rays.

V. EVALUATION
A. Evaluation Metric

Since we focus on developing a flexible and efficient map
representation for navigation while relaxing from the metric
map as a conventional SLAM system to topological maps,
we compare our results with iMAP [12], NICE-SLAM [28],
and ESLAM [29] for local metric map. Similar to these
works, we use Mean Root Square Error (MRSE) on Absolute
Trajectory Estimation (ATE) as the evaluation metric.

B. Hyper-Parameter Selections

We model our neural network using either a Multi-Layer
Perceptron (MLP) or a transformer architecture to learn
surface features and represent spatially implicit key points.
Our experiments demonstrate that the MLP-based model sig-
nificantly outperforms the transformer-based model in both
accuracy and runtime. Specifically, the MLP-based models
achieve twice the accuracy and are five times faster than the
transformer-based models. One explanation is that the MLP-
based model can capture an unordered set of points, while
transformer-based models excel at sequence data. Detailed
selections of hyperparameters are presented in Table. [I}

Notation Description Value
A Learning Rate 0.001
b Binary Cross Entropy Loss Weight 1.0
Ae Eikonal Loss Weight 0.5
AEWC Elastic Weight Consolidation Weight 0.1
Areg Damping factor Levenberg- Marquardt ~ 0.001
thres; Adaptive Training Loop 0.0001

TABLE I: Hyper-parameters using in evaluation

C. TUM Dataset

frl/desk  fr2/xyz  fr3/office

iMAP [12] 490 cm  2.05 cm 5.80 cm
NICE-SLAM [28] | 285cm 239 cm  3.02 cm
ESLAM [13] 247 cm 1.11 cm 2.42 cm
Our approach 161lcm 154 cm 199 cm

TABLE II: Quantitative comparison of our proposed method with
other methods on TUM RGB-D Dataset using ATE RSME metric

Using the TUM dataset [30], we achieve improved or
competitive precision in constructing local frames compared
to the comparison methods by not concentrating on creating
consistent global maps, as demonstrated in Table The
algorithm utilizes an average of 120 frames to build a single
local frame, generating five local frames using approximately
595 observations in the frl/desk sequence. We apply the
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Fig. 5: Qualitative results of constructing local frames and topological map from multiple observations: (a) variance in viewpoints, (b)
variance in translation, (c) variance in viewpoints and translation, (d) finding the exit.

same method for the fr2/xyz and fr3/office sequences. To
facilitate comparison, we compute the Root Mean Square
Error (RMSE) for all local frames to obtain an approximate
RMSE. Although there is some drift between the local
frames, this will be mitigated when the robot localizes itself
within a specific local frame using spatial-implicit key points.

D. Navigation Planing

Fig. 6: Left: conventional RRT* approach. Right: Our approach
with local frames and topological map.

Whenever the robot moves, it must adjust its navigation
plan to adapt to the local environment with respect to the
topological map, as shown in Figure 5] (in-lab experiments).
We compare our navigation algorithm with the baseline
method, RRT*, as shown in Figure [6| Our approach not only
generates a better route from the current location but also
improves planning efficiency by reducing the exploration
space. Specifically, we plan routes that are 5x faster and
50% shorter than those produced by the baseline method, as
shown in Table [

Runtime  Travel Distance
Baseline 110.6 ms 6.8 m
Our approach | 22.1 ms 4.5 m

TABLE III: Navigation comparison between baseline and ours

E. Runtime Analysis

We benchmark different stages of map construction and
navigation on a computer equipped with an Intel Core i7
processor and an Nvidia RTX 4090, 24GB VRAM graphics
card. As shown in Table [[V] training a model with an input

of 1,228,800 3D color points (6D points from a 640x480
RGB-D image with a dense sampling factor of 4) takes
an average of 200.1 milliseconds. Theoretically, we could
train the model at approximately 5 Hz. However, training
the model for every single observation is not advisable,
as new observations may have slight variations from the
previous ones. In practice, we can train the model every five
observations, allowing for a training performance of up to 25
Hz. Once the model is trained, the registration process takes
an average of 40.2 milliseconds, and navigation planning is
achieved in 22.1ms, illustrating that the proposed system is
highly efficient and can operate in real-time.

Task Device  Runtime

Sampling (million points) GPU 1.2 ms
Training GPU 200.1 ms
Registration GPU 40.2 ms
Navigation Planning CPU 22.1 ms

TABLE IV: Runtime Analysis
F. Demonstration

The demonstration video illustrates our method’s deploya-
bility on the Baxter mobile robot. We equip the robot with an
Intel RealSense D4351 RGB-D camera on its head. The video
is available at https://youtu.be/GKoSB1GPD_s.

VI. CONCLUSIONS

We present a bio-inspired mapping and navigation system
that utilizes the latest advancements in continual learning for
navigating mobile cobots through unseen 3D environments.
Instead of creating an accurate but costly global map, our
approach focuses on constructing local frames using hybrid
spatial-implicit points for obstacle avoidance and other high-
level tasks. We then integrate these local frames into a topo-
logical map structured as a factor graph for global navigation
guidance. When navigating dynamic environments, the robot
focuses on building these local frames to effectively avoid
collisions while leveraging compact global information from
the topological map to reach its destination. Additionally, we
conduct experiments using real-world datasets and laboratory
settings to validate our methods. Our results demonstrate
that the robot can successfully navigate itself in various
environments while efficiently constructing spatial-implicit
local frames in real-time.
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